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ABSTRACT
X-ray photoelectron spectroscopy (XPS) is widely employed across various research fields due to its surface and chemical sen-
sitivity. However, accurate interpretation poses a challenge due to the lack of comprehensive reference data in the literature, 
leading to misinterpretation, especially among novice users. Analyzing the chemical state of indium and indium-containing 
compounds is particularly challenging due to subtle shifts in the binding energies of the commonly used 3d core line. This paper 
presents and discusses a collection of reference data, including the In 3d, In 3p, In 4d, In MNN, and relevant counter ion signals. 
Additionally, it explores other useful information such as the modified Auger parameter and Wagner (or chemical state) plots. 
The utility of X-ray–induced Auger electrons is demonstrated in the speciation of mixed systems.

1   |   Introduction

Interest surrounding, what are known as “critical minerals,” 
continues to rise due to society's regular technological devel-
opment and reliance [1]. In recent years, several countries have 
presented frameworks and made investments toward the devel-
opment of their critical mineral sectors. For example, in Canada, 
as is the case for many countries, the federal government is 
currently investing significant resources into its critical min-
eral sector, which includes aspects of exploration, extraction, 
processing, manufacturing, and recycling. A major component 
of these pillars is the continued advancement of research and 
technology, which supports the sector. While the term “critical 
minerals” encompasses over 30 minerals, each has its own im-
portance and target markets in the green and digital economy. 
Of particular interest to the work presented here is indium and 
its related compounds, which are ubiquitous in the electronics 
industry due to their unique properties. With an abundance of 

only 0.05 ppm in the earth's crust, indium is not found in large 
mineral deposits, but instead in trace quantities within other 
minerals deposits [2].

The majority of the world's indium is used to make indium tin 
oxide (ITO), a transparent semiconductor that can bond to glass. 
Due to these unique properties, ITO finds applications in mod-
ern displays and photovoltaic devices [2, 3]. Indium can be found 
in a common class of thin film photovoltaic devices that utilize 
chalcopyrite structured materials as a light-absorbing layer, in-
cluding copper indium gallium diselenide (CIGSe), copper in-
dium diselenide (CISe), and their sulfide-based variants [4, 5]. 
Other semiconductors, including indium nitride (InN), indium 
phosphide (InP), and indium antimonide (InSb), have found use 
in transistors, microchips, photovoltaics, and other electronic 
devices. Indium has recently found applications in battery 
devices, where lithium anodes can be replaced with lithium-
indium anodes to suppress perpendicular dendrite formation, 
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avoiding deleterious short circuits and increasing battery stabil-
ity [6]. Other applications of indium include indium-based cata-
lysts [7, 8], corrosion mitigation [9–11], and various specialized 
coatings [2]. With increasing demand and limited natural abun-
dance, efforts to recycle indium from used consumer electronics 
have also gained interest [12–14].

With all of these applications, our ability to characterize interfa-
cial changes is critical to our understanding and future advance-
ments. Few techniques compare to the surface and chemical 
sensitivity of X-ray photoelectron spectroscopy (XPS), result-
ing in its widespread use in diverse research fields. For chem-
ical state identification, databases exist including the National 
Institute of Standard and Technology (NIST) XPS Database 
[15], the Physical Electronics (PHI) Handbook of XPS [16], and 
several other online resources (e.g., HarwellXPS.guru, xpsfit-
ting.com, xpsdatabase.com, etc.). Examples of high-quality XPS 
data can also be found published in Surface Science Spectra. 
While convenient, the use of these databases can be problematic 
as they often provide information focused only on the main pho-
toelectron signal, can lack consistency in charge referencing, 
can fail to discuss nuances important to data interpretation, and 
are sometimes incomplete as they do not provide information for 
some important compounds.

These limitations can lead to confusion and misinterpretation of 
data among novice users. Subject experts agree that comprehen-
sive standard data are necessary for researchers to accurately 
analyze their XPS data [17, 18]. Accordingly, Major et al. have 
provided an excellent perspective article shedding light on the 
issues relating to the quality of data interpretation in scientific 
literature and how we may improve [19]. The analysis of in-
dium and its compounds can often be confusing and prone to 
misinterpretation due to several factors. One key issue is that 
the commonly used 3d5/2 photoelectron line has only subtle 
shifts in binding energies between various indium species [16]. 
Additionally, while most trivalent indium species can be mod-
elled using symmetric line shapes, indium oxides have been 
shown to exhibit more complex peak shapes owing to their elec-
tronic properties [20, 21]. These complex shapes are sometimes 
attributed to separate species without further investigation.

Herein, a comprehensive collection of reference data pertaining 
to indium and indium-containing compounds is presented. This 
encompasses various X-ray–induced photoelectron and Auger 
signals for indium as well as relevant photoelectron signals for 
the counter-ions. Data include both experimental and literature 
values. Features that exacerbate fitting procedures, often leading 
to misinterpretation, such as screening effects and surface mod-
ifications are also explored. Tools such as the modified Auger 
parameter and Wagner plot, which are generally underused in 
literature, are discussed in the context of single-species data-
sets. For mixed species systems, the position and shape of the 
X-ray–induced Auger (M4,5N4,5N4,5) signal are highlighted, and 
an example is given.

2   |   Experimental

XPS analyses were carried out using a Kratos AXIS Supra 
spectrometer (Kratos Analytical, Manchester, UK) using a 

monochromatic Al Kα source (15 mA, 15 kV, 225 W). The in-
strument work function was calibrated using metallic gold (i.e., 
Au 4f7/2 at 83.96 eV). The spectrometer dispersion was adjusted 
using metallic copper (i.e., Cu 2p3/2 at 932.62 eV). During anal-
ysis, instrument base pressures were maintained at approxi-
mately 10−8 to 10−9 Torr. All spectra were collected using an 
analysis area of approximately 300 × 700 μm. Survey and high-
resolution spectra were collected with a pass energy of 160 and 
20 eV and a step size of 1.0 and 0.1 eV, respectively. For reference, 
at 20 eV pass energy, a full-width half maximum (FWHM) of ap-
proximately 0.55 eV was measured for metallic silver (Ag 3d5/2).

The Kratos charge neutralizer system was used for analyses as 
needed. Effective charge neutralization was deemed to have 
been achieved by monitoring the signal for adventitious carbon 
(1s). When possible, spectra were charge corrected to give the 
adventitious C 1s spectral component (i.e., C–C, C–H) a BE of 
284.8 eV. The process has an associated error of ±0.1–0.2 eV. A 
comprehensive discussion on the line shapes expected for ad-
ventitious carbon and its use for charge correction can be found 
elsewhere [22].

All spectra were analyzed using CasaXPS software (ver-
sion 2.3.23) [17]. Fitting of most spectra was achieved using 
Gaussian–Lorentzian (GL) product line shapes, defined in 
CasaXPS as GL(X), where X is the contribution (%) of the 
Lorentzian function. Please note that the optimal mixture of 
Gaussian–Lorentzian components will vary depending on 
the instrument and resolution settings used. Changes to the 
Gaussian–Lorentzian mix do not, in general, constitute large 
peak area changes. Reasonable results are obtained when the 
mix is within a reasonable range and applied consistently. The 
only exception to the GL(X) line shape was for indium in its me-
tallic state, which was fit considering both Lorentzian asymmet-
ric (LA) and Doniach-Sunjic-Shirley (DSS) line shapes. The LA 
line shape is defined in CasaXPS as LA(α, β, m), where α and β 
define the spread tail at the high and low B.E. ends of the dis-
tribution (respectively), and m defines the width of a Gaussian 
convolution. The DSS line shape is defined in CasaXPS as DS(α, 
n, l), where α defines the asymmetry parameter, n defines the 
convolution width, and l defines the influence of the Shirley re-
sponse to the line shape. More information on these line shapes 
can be found elsewhere [23]. A standard Shirley background was 
used for all spectra.

Samples of the highest purity available were purchased from ven-
dors including Alfa Aesar, Thermo Scientific, Millipore Sigma, 
Delta Technologies, and Princeton Scientific. Where available, 
samples packaged under inert gas were purchased (e.g., in a 
sealed glass ampoule). These samples were then introduced into 
the XPS instrument via an argon glove box attachment. Copper 
indium disulfide (CuInS2) was synthesized according to the pro-
cedures published by Tapley et al. [24].

All powdered samples were mounted on nonconductive adhesive 
tape. Select samples were cooled using liquid nitrogen during 
analysis (InCl3·4H2O, In(OH)3, and InI3) to avoid their possible 
decomposition and/or liberation of associated water. For these 
samples, stage temperatures were maintained between −40°C 
and −30°C during analyses. Strategies were also employed to 
limit X-ray exposure for all samples (e.g., minimal scans were 
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taken to obtain sufficient signal-to-noise). No measurable ef-
fects of beam damage were found to occur under the analysis 
conditions employed here. It is also worth noting as a caution 
that despite these efforts, the analysis of InI3 led to minor con-
tamination of the analysis chamber, which required subsequent 
baking to remove.

When possible, selected samples (e.g., In metal, ITO, In2Te3, 
and In2Se3) were sputter-cleaned using a gas cluster ionization 
source (GCIS) to remove surface oxidation. The source was 
operated using an accelerating voltage of 20 keV and a clus-
ter size of 500 (Ar500

+). For reference, under these operating 
conditions, the sputter rate through Ta2O5 is approximately 
2.9 nm min−1.

All samples considered in this study were initially vetted 
for quality according to the quantification of survey spectra 
(Table  S1). When necessary, samples were also checked for 
purity using energy-dispersive X-ray spectroscopy (EDX) and/
or powder X-ray diffraction (XRD) (Table  S2 and Figure  S1, 
respectively). EDX analyses were carried out using a Hitachi 
SU3900 variable pressure scanning electron microscope com-
bined with an Oxford ULTIM MAX 65 SDD X-ray detector. 
EDX analyses were carried out using an accelerating volt-
age of 15 keV. XRD analyses were carried out using a Rigaku 
SmartLab X-ray diffraction system with Ni-filtered Cu Kα 
radiation (λ = 1.541862 Å) in Bragg–Brentano geometry. 
Diffraction data were acquired over a 2θ range from 5° to 90° 
with a step width of 0.02° and a scan speed of 3.00° min−1. The 
ICDD PDF-5+ 2024 inorganic database was used to search for 
possible phase identification.

Time-of-flight secondary ion mass spectrometry (ToF-SIMS) anal-
yses were conducted utilizing an ION-TOF (GmbH) TOF-SIMS IV 
system equipped with a BiMn cluster liquid metal ion source. A 
pulsed 25-keV Bi3

+ cluster primary ion beam was directed at the 
sample surface to induce the generation of secondary ions. These 
secondary ions, either positively or negatively charged, were then 
extracted from the sample surface across a 300 μm × 300 μm area. 
Subsequently, they underwent mass separation and detection 
through a reflectron-type time-of-flight analyzer, enabling simul-
taneous detection of ion fragments with a mass-to-charge ratio 
(m/z) of up to approximately 900 within each cycle, which lasted 
100 μs. To counteract sample charging, a pulsed, low-energy elec-
tron flood was employed. The calibration of positive ion mass 
spectra was initially accomplished using H+, CH3

+, C3H5
+, and 

In+ while negative ion spectra were calibrated using H−, CH−, and 
C4H− ions. Sputtering was facilitated by a 3-keV Cs+ ion beam ap-
plied to the surface within a 200 μm × 200 μm area, with ion mass 
spectra collected over a smaller region (128 μm × 128 μm) within 
the sputtered area.

3   |   Results and Discussion

3.1   |   Literature Values

Table  1 presents a collection of average In 3d5/2 core line 
binding energies and corresponding standard deviations ob-
tained from published literature. The data from Table  1 are 
also graphically depicted in Figure 1. These data include and 

expand upon information presented in the NIST database. For 
all data, the methods of charge correction were verified and, 
where possible, corrected to a consistent value of 284.8 eV for 
the main line of adventitious carbon. Additionally, an attempt 
was made to vet published data for apparent quality, and data 
were excluded if experimental problems were identified (e.g., 
poor sample quality, differential charging, issues related to 
instrument calibration, etc.). The information provided in 
Table  1 (and Figure  1) also serves as a method for verifying 
our experimental data.

The average In 3d5/2 binding energies obtained from the liter-
ature were found to range between approximately 443.7 and 

TABLE 1    |    Average In 3d5/2 binding energies and their standard 
deviations obtained from published literature.

Compound In 3d5/2 (eV) Std. dev. #

In metal 443.7 0.4 19

In2O3 444.7 0.4 19

ITO 444.2 0.4 7

In(OH)3 445.2 0.5 7

InF3 446.4 0.2 3

InCl3 446.2 0.5 4

InCl2 445.5 — 1

InCl 445.1 0.2 2

InBr3 446.3 0.4 4

InBr 445.2 — 1

InI3 445.7 0.6 3

InI2 445.1 — 1

InI 444.0 — 1

In(CH3COO)3 445.4 — 1

In(C5H7O2)3 445.4 — 1

InN 444.1 0.5 8

InP 444.6 0.5 11

InAs 444.3 0.2 3

InAsO4 444.9 — 1

InSb 444.2 0.2 5

In2S3 444.9 0.3 7

CuInS2 444.7 0.1 2

In2Se3 444.3 0.4 9

InSe 444.3 0.1 3

CuInSe2 444.5 0.4 3

CuInGaSe2 444.4 0.3 3

In2Te3 444.4 0.1 2

InTe 444.2 0.4 3

Note: For each compound, the number of citations considered is given (#) [16, 
25–87].
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446.4 eV with the lowest and highest values found for metal-
lic In and InF3, respectively. Binding energies of the various 
pnictogen (N, P, As, and Sb) and chalcogen (O, S, Se, and Te) 
compounds were found to fall within a relatively narrow energy 
range (< 1 eV). Binding energies of the halogen (F, Cl, Br, and I) 
compounds, especially those in which indium is in a trivalent 
oxidation state, were shifted to higher binding energies relative 
to the other compounds. As one might expect, the monovalent 
and divalent indium halides shifted to lower binding energies 
relative to their trivalent counterparts.

Considering average values in concert with their standard de-
viations, challenges related to the speciation of various indium 
compounds become readily apparent. This is then further com-
plicated by factors including natural line widths, line shapes, 
and errors in charge correction. It is also worth mentioning that 
our initial literature search included other information—namely 
the M4N4,5N4,5 line and the corresponding modified Auger pa-
rameter. However, we found that the Auger peak was generally 
underutilized for most indium compounds.

3.2   |   Standard Sample Analysis

3.2.1   |   Photoelectron Signals

Presented in Figure 2 are the In 3d5/2 and 3d3/2 core lines col-
lected for the compounds considered in this study. Table 2 sum-
marizes the average binding energies and standard deviation of 
the 3d5/2 line as well as the FWHM and approximate line shapes. 
Values reported in Table 2 (and subsequent tables) were obtained 
from replicate measurements, each with a sample size between 
3 and 5. In general, the 3d5/2 and 3d3/2 core lines were well sep-
arated, with an average spin-orbit splitting value of 7.54 (±0.02) 
eV. The binding energies of the 3d5/2 line were found to range 

FIGURE 1    |    Graphical representation summarizing the average 
In 3d5/2 binding energies and their standard deviations obtained from 
published literature (Table 1). Please note that this representation does 
not include information relating to peak widths.

FIGURE 2    |    In 3d core line spectra for various indium compounds. For reference, vertical lines indicating the approximate binding energy for 
metallic indium have been overlaid in each tile.
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between approximately 443.8 and 446.1 eV, with extreme values 
for metallic In and InF3. This was consistent with our litera-
ture review, presented in Table 1. Apart from metallic indium, 
FWHM values were found to range from approximately 0.8 to 
1.7 eV. Notably, the values of FWHM were generally greater for 
the halides, oxides, and organic compounds when compared to 
values for the pnictogen and chalcogen compounds. The FWHM 
of metallic indium (0.55 eV) was less than other compounds, as 
is common for most metallic elements. Except for metallic in-
dium and the indium oxides, the 3d core lines of all the indium 
compounds were found to have a symmetrical line shape, which 
was modelled using variations of the GL line shape.

The line shapes acquired for metallic indium were found to 
exhibit asymmetry, as is common for metals [88], due to inter-
action with the conduction band. The 3d5/2 and 3d3/2 core lines 
of metallic indium were modelled using both the LA and DSS 
line shapes. The 3d5/2 and 3d3/2 core lines of metallic indium 
were also found to exhibit a series of loss structures, shown in 

Figure 3. Based on the model presented here, three additional 
components were required for both the 3d5/2 and 3d3/2 core lines. 
For the 3d5/2 core line, the most prominent loss structure was at 
approximately 11.7 eV above the main line. This energy loss was 
found to be consistent with previous reports [38, 44]. Two less 
intense features were found at approximately 8.5 and 22.8 eV 
above the main line. For the 3d3/2 core line, loss features were 
found to be at similar energies relative to the main line as those 
found for the 3d5/2 core line.

The asymmetry of indium oxides did not follow the LA or DSS 
line shapes used for metallic indium. Instead, a distinct shoulder 
was observed along the high binding energy side of the main 
line—suggesting the need for two separate components. In our 
model, each component fitted a GL(80) line shape. The differ-
ence in binding energy between the two components was gener-
ally small, on the order of 0.7–0.8 eV. The higher binding energy 
component was consistently found to have a greater FWHM 
compared to that of the lower binding energy component. 

TABLE 2    |    Summary of experimentally measured In 3d5/2 binding energy, FWHM, and their respective standard deviations.

Compound In 3d5/2 (eV) Std. dev. FWHM (eV) Std. dev. Line shape

In metal 443.8 < 0.1 0.6 < 0.1 LA(0.9, 1.4, 2)
DS(0.1,200, 22)

In2O3 443.8 0.1 0.9 < 0.1 GL(80)

444.5 0.1 1.4 < 0.1

ITOPowder 444.3 0.1 0.8 < 0.1 GL(80)

445.0 < 0.1 1.4 < 0.1

ITOFilm 444.1 0.2 0.8 < 0.1 GL(80)

444.9 0.2 1.5 < 0.1

In(OH)3 444.7 < 0.1 1.3 0.2 GL(65)

InPO4 445.3 0.2 1.4 0.1 GL(65)

In2(SO4)3 446.0 0.2 1.3 0.1 GL(75)

InF3 446.1 0.1 1.5 0.1 GL(70)

InCl3 446.3 0.1 1.2 < 0.1 GL(70)

InCl2 446.2 0.1 1.6 0.1 GL(40)

InCl 445.3 < 0.1 1.4 < 0.1 GL(50)

InBr3 446.3 0.1 1.0 0.1 GL(85)

InI3 446.0 — 1.0 — GL(75)

In(CH3COO)3 445.1 < 0.1 1.4 < 0.1 GL(70)

InP 444.2 < 0.1 0.9 0.1 GL(85)

InAs 444.2 < 0.1 0.8 < 0.1 GL(85)

InSb 444.2 < 0.1 0.8 < 0.1 GL(85)

In2S3 444.9 0.1 1.0 < 0.1 GL(75)

In2Se3 445.0 0.1 0.9 < 0.1 GL(75)

In2Te3 444.8 < 0.1 0.9 < 0.1 GL(70)

CuInS2 444.4 0.1 0.9 0.1 GL(75)

Note: The approximate line shape is provided according to the conventions used in CasaXPS. For In metal, both LA and DS line shapes have been provided.
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Notably, the relative size (or area) of these two components was 
found to vary between samples.

The need for two components appears to have been a source of 
confusion in recent publications with some researchers mistak-
enly attributing low and high binding energy components to dif-
ferent oxidation states [89–91] (e.g., In2O3 and In metal). Other 
researchers have rationalized the need for two components as a 
result of two different surface chemistries originating from the 
interaction of In2O3 with water, forming In(OH)3 and the related 
oxy-hydroxide species [36, 49, 51]. In the study of the indium 
oxide interfaces, Donley et al. suggest that asymmetry in the In 
3d5/2 (and O 1s) core line is caused by the formation of a hydrox-
ide and/or oxy-hydroxide species [36]. However, despite heating 
in an attempt to remove the In(OH)3 from In2O3, the authors 
were not able to completely remove the asymmetry observed in 
the In 3d core line signals. Similar observations have been made 
elsewhere [54]. In another study on the surface composition of 
ITO electrodes, Brumbach et al. described asymmetry for the O 
1s, In 3d, and Sn 3d core lines of ITO [49]. The authors attribute 
asymmetry, at least partially, to a rapid reaction between oxides 
and water. While their discussion focused mainly on the O 1s 
core line, they attributed the high binding energy components 

to a hydroxide species. In their study, sputtering the surface was 
found to reduce the degree of asymmetry (i.e., the size of the 
high-energy component); however, it could not completely re-
move the asymmetry. It is worth mentioning that the 3d5/2 core 
line measured for In(OH)3 is close in energy to the high-binding 
energy component detected for various indium oxides (Table 2), 
suggesting this may be a reasonable assignment.

On the other hand, researchers have rationalized the need for 
two components as a result of the electronic properties of the ox-
ides [20, 21, 50, 53, 92]. More specifically, this has been attributed 
to screening effects involving the excitation of an electron from 
the conduction band electrons. Here, two possible final states 
exist, a screened state where the valence band electron falls into 
a localized level and an unscreened state where no such transi-
tion occurs. This results in signals at lower and higher binding 
energies, respectively. In a discussion of electronic structure on 
ITO, Harvey et al. found that asymmetry was stronger for films 
exhibiting higher conductivity (i.e., higher carrier concentration) 
[20]. Körber et al. studied the electronic structure of In2O3 and 
ITO in the context of traditional and synchrotron-based hard X-
ray photoelectron spectroscopy (HAXPES) [21]. In their work, 
the higher energy component was generally found to grow in 
intensity, become broader, and shift to higher binding energies 
with increasing amounts of Sn-doping. Similar screened/un-
screened phenomena have been described for other metal-oxide 
systems including, but not limited to, Sb-doped SnO2 [93, 94], 
RuO2 [95], IrO2 [96–98], and MoO2 [99, 100].

To address the possibility of the first explanation, a surface 
modification resulting from the interaction with water, angle-
resolved XPS (AR-XPS) measurements were made on an ITOFilm 
sample. The resulting In 3d spectra obtained at sample tilts of 
0, 15, 30, 45, and 60° are presented in Figure 4A, with 0° being 
defined as perpendicular to the analyzer. With increases in the 
sample tilt, no describable difference in the size (area) of the 
high- and low-binding energy components was observed. In a 
second set of measurements, a separate ITOFilm sample was an-
alyzed before and after fixed sputtered intervals. The resulting 
In 3d spectra obtained after 0, 100, 200, and 300 s of sputtering 
are presented in Figure 4B. Similar to AR-XPS measurements, 
sputtering as much as 300 s revealed no describable difference in 
the size (area) of the high- and low-binding energy components. 
Based on the sputter rate obtained for a Ta2O5 standard, 300 s 

FIGURE 3    |    Model of the In 3d core lines for metallic indium 
showing the corresponding loss structure. The approximate energies 
for loss features of the 3d5/2 component are illustrated.

FIGURE 4    |    In 3d spectra collected from an ITOFilm sample as a function of (A) sample tilt and (B) sputter time (20 keV, Ar500
+).
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of sputtering under these conditions equates to an approximate 
depth of 15 nm. This suggests that within the probing depth of 
XPS (7–10 nm), no chemical changes at the surface region could 
be detected.

The possibility of a surface modification was also studied 
by analyzing an additional ITOFilm using ToF-SIMS [101]. 
ToF-SIMS has the advantage of increased surface sensitivity 
(1–3 nm) when compared to XPS. However, ToF-SIMS is gen-
erally a non-quantitative technique with chemical selectivity 
being obtained through the analysis of molecular ions (either 
positive or negative) and their relative intensities. A selected 
mass window collected from ITOPowder and In(OH)3 reference 
samples and the as-received and sputtered ITOFilm surface are 
presented in Figure S2. By considering the relative intensities 
of In2OH+ and In2O+ for ITOPowder and In(OH)3, one finds that 
for the hydroxide species, the In2OH+ ion is more intense com-
pared to the In2O+ ion. In contrast, the intensity of In2O+ ion is 
more than In2OH+ for ITOPowder. For the as-received surface of 
the ITOFilm sample, the intensity of In2OH+ was greater than 
that of In2O+, consistent with the In(OH)3 reference sample. 
After sputtering, the relative intensities reversed, with In2O+ 
becoming the more intense of the two molecular ions. This 
change in relative intensities suggests that a small amount of 
hydroxide may be present on the surface of our ITOFilm sam-
ple. This observation is revisited below in the discussion of 
mixed systems.

Based on the information available in the literature and the ad-
ditional experiments presented here, it appears as though the 
cause of asymmetry is closely tied to the electronic properties 
of the sample rather than solely a change in surface chemistry. 
However, it is worth considering that any change in surface 
chemistry could further complicate interpretation. Especially 
since the high-binding energy component of indium oxides and 
indium hydroxide are close in energy. While ToF-SIMS analysis 
indicated that a small amount of hydroxide may be present on 
the surface of ITOFilm, its presence could not be elucidated in 
our XPS measurements. In conclusion, when present in small 
quantities, hydroxide may be difficult to distinguish, especially 
in the case where oxide screening processes play a role in the In 
3d signal.

Presented in Table 3 are the average binding energies for the In 
3p3/2 and 4d5/2 core lines, as well as their standard deviations. 
Average values of spin-orbit splitting were 37.9 (±0.1) and 0.9 
(±0.1) eV for the 3p and 4d core lines, respectively. In general, 
speciation remains difficult due to only minor shifts in binding 
energy between the indium compounds considered here. This 
was similar to the discussion of the 3d5/2 signal. Notably, the 3p3/2 
signal was found to have relatively large values of FWHM when 
compared to the 3d5/2 and 4d5/2 signals. For the compounds con-
sidered in this study, FWHM values for the 3p3/2 ranged from 
approximately 3.2 to 3.6 eV. Increased line width complicates the 
ability to discern subtle shifts in energy. Conversely, the FWHM 
of the 4d5/2 signal was found to be narrower, with values rang-
ing from approximately 0.5 to 0.9 eV. While narrower, the 4d5/2 
signal has an increased possibility for spectral overlap, with pos-
sible overlaps including potassium (3p), chloride (3s), bromine 
(4s), iodide (5s), sulfur (3s), and gallium (3d) [16]. Neither the 
3p3/2 nor the 4d5/2 signals offer additional benefits for speciation 

compared to the 3d5/2 signal. However, the ability to select sig-
nals based on their inelastic mean free path (IMFP) may be 
useful, particularly in thin film science. For example, the 3p3/2 
signal may be preferred over the 4d5/2 and 3d5/2 signals due to its 
lower kinetic energy and the resulting decrease in IMFP.

Presented in Table 4 are the binding energies and standard de-
viations relating to the counterions for each compound consid-
ered in this study. It is worth mentioning that for the indium 
oxides, two components were observed in O 1s spectra. Their 
approximate binding energies were 529.7 and 531.2 eV based 
on the average of measurements made on In2O3, ITOPowder, and 
ITOFilm. Similar observations have been documented for dif-
ferent metal oxide systems [102–106]. The components are gen-
erally assigned to a lattice oxide (lower binding energy) and a 
defective oxide (higher binding energy). These components may 
also be influenced by the same screening effects observed in 
the indium core lines [98]. For the samples considered here, the 
relative area for the defective component varied between 39% 
and 63% depending on the sample. Generally, the relative area 
of the higher binding energy component was greater for the ITO 
samples compared to the In2O3 sample. Spectral overlap and the 
possibility for misinterpretation are found when considering the 

TABLE 3    |    Summary of experimentally measured In 3p3/2 and 4d5/2 
binding energies and standard deviations.

Compound
In 3p3/2 

(eV)
Std. 
dev.

In 4d5/2 
(eV)

Std. 
dev.

In metal 665.3 < 0.1 16.7 < 0.1

In2O3 665.4 < 0.1 17.2 < 0.1

ITOpowder 665.9 < 0.1 17.6 < 0.1

ITOfilm 665.5 0.1 17.3 0.1

In(OH)3 665.9 < 0.1 17.8 0.1

InPO4 666.6 0.2 18.4 0.1

In2(SO4)3 667.2 0.2 19.1 < 0.1

InF3 667.3 0.1 19.3 < 0.1

InCl3 667.4 0.1 19.5 0.1

InCl2 667.4 0.1 19.2 0.2

InCl 666.5 0.1 18.4 < 0.1

InBr3 667.5 < 0.1 19.3 0.1

InI3 667.1 — 19.0 —

In(CH3COO)3 666.1 0.1 18.2 0.1

InP 665.4 < 0.1 17.3 < 0.1

InAs 665.6 < 0.1 17.3 < 0.1

InSb 665.6 < 0.1 17.2 < 0.1

In2S3 666.1 < 0.1 18.0 0.1

In2Se3 666.3 0.1 18.1 0.1

In2Te3 666.2 < 0.1 17.8 < 0.1

CuInS2 665.7 0.1 17.5 < 0.1
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Surface and Interface Analysis, 2024

approximate binding energy of the defective oxide component 
for In2O3, ITOPowder, and ITOFilm (~531.2 eV) and the binding 
energy of oxygen in In(OH)3 (531.21 eV).

3.2.2   |   Auger Electron Signals

Presented in Figure 5 are the In M4,5N4,5N4,5 spectra collected 
for the species considered in this study. Presented in Table 5 are 
the average kinetic energies and their standard deviations for 
the M4N4,5N4,5 transition peak maxima. The M4N4,5N4,5 tran-
sitions were found to range between approximately 410.5 and 
403.9 eV, with extreme values for metallic indium and InF3, 

respectively. This trend was consistent with what was found 
for the In 3d5/2; however, the spread in energy was greater for 
the In M4N4,5N4,5 transition (ΔK.E. ≈ 6.6 eV) compared to the In 
3d5/2 core line (ΔB.E. ≈ 2.3 eV). The modified Auger parameters, 
as defined by Gaarenstroom and Winograd [107], are also pre-
sented in Table 5. Values were found to range between approx-
imately 854.3 and 850.0 eV. Here, it is worth mentioning that 
the possibility of distinguishing between In(OH)3 and In2O3 be-
comes possible when considering the position and shape of the 
M4,5N4,5N4,5 signal.

3.2.3   |   Wagner Plot

Presented in Figure 6 is the Wagner (or chemical state) plot, 
providing a convenient graphical representation of the 3d5/2 
binding energy (x-axis) and the M4N4,5N4,5 kinetic energy 
(y-axis). In this representation, the modified Auger parameter 
is also easily read as the sum of the x- and y-axes, plotted along 
a 45° diagonal axis. Despite the proven utility of the Wagner 
plot for speciation and separating initial- and final-state ef-
fects [108, 109], it is generally underutilized for indium (and 
other elements). Inspection of the dataset shown in Figure 6 
reveals that similar families of compounds exist in proxim-
ity to one another. As an example, the pnictogens, shown in 
red, are found within a cluster with similar binding energies 
for the 3d5/2 and kinetic energies of the M4N4,5N4,5. Similarly, 
observations are made for the chalcogen (purple), oxide 
(green), and halide (blue) compounds.

In general, the compounds presented in Figure 6 have a slope 
of approximately −3 with respect to metallic indium. This is 
the result of relatively small shifts in binding energy (3d5/2) 
and large shifts in kinetic energy (M4N4,5N4,5). When plotted in 
this format, a slope of −3 has been shown to suggest that the 
compounds have similar initial state effects and differing final 
state effects. A thorough discussion regarding the significance 
of slope relating to initial and final state effects can be found 
elsewhere in the work of Moretti et al. [108, 109].

While our literature search found that many researchers rely 
solely on the In 3d5/2 core line for chemical speciation, the in-
formation presented and discussed above suggests that in most 
cases, the 3d5/2 core line alone is not enough to provide con-
clusive evidence. Even for a “simple” system, that is, one that 
contains only one chemical species, a proper analysis should in-
clude both the 3d5/2 core line and the M4N4,5N4,5 Auger electron 
line—at a minimum. When warranted, a comprehensive analy-
sis should also include information relating to the counterion(s) 
and a discussion on the related stoichiometry.

3.3   |   Analysis of Mixed Systems

Identification and quantification of chemical species in a 
mixed system, that is, one that contains multiple chemical 
species, becomes increasingly difficult due to spectral overlap. 
This problem is not unique to indium and has been discussed 
for several other elements whose main photoelectron signal 
suffers overlap. For some of these elements, the unique 
position and shape of the Auger signals have proven useful. 

TABLE 4    |    Summary of experimentally measured binding energy 
and standard deviation for various counterions.

Compound
Counterion/

core line
Binding 

energy (eV)
Std. 
dev.

In2O3 O 1s (latt.) 529.5 0.1

O 1s (def.) 531.2 < 0.1

ITOpowder O 1s (latt.) 529.9 < 0.1

O 1s (def.) 531.2 < 0.1

Sn 3d5/2 486.5 < 0.1

ITOfilm O 1s (latt.) 529.6 0.1

O 1s (def.) 531.3 < 0.1

Sn 3d5/2 486.0 0.1

In(OH)3 O 1s 531.2 0.1

InPO4 P 2p3/2 133.3 0.1

O 1s 531.3 0.1

In2(SO4)3 S 2p3/2 169.2 < 0.1

O 1s 532.3 0.1

InF3 F 1s 685.4 0.1

InCl3 Cl 2p3/2 199.5 0.1

InCl2 Cl 2p3/2 199.4 0.1

InCl Cl 2p3/2 198.7 0.1

InBr3 Br 3d5/2 69.6 0.1

InI3 I 3d5/2 620.1 —

In(CH3COO)3 O 1s 531.8 < 0.1

InP P 2p3/2 128.5 0.1

InAs As 3d5/2 40.7 < 0.1

InSb Sb 3d5/2 527.8 < 0.1

In2S3 S 2p3/2 161.5 < 0.1

In2Se3 Se 3d5/2 54.3 < 0.1

In2Te3 Te 3d5/2 572.9 < 0.1

CuInS2 Cu 2p3/2 932.1 0.3

S 2p3/2 161.4 < 0.1
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Some examples include copper [106], nickel [110], gallium 
[111], and silver [112].

For indium, some researchers have previously utilized the po-
sition and shape of the In M4,5N4,5N4,5 signal to monitor quali-
tative changes in the chemical state. Ghaffour et al. used Auger 
electron spectroscopy (AES) to monitor chemical changes in InP 
during ion bombardment according to the position and shape 
of the MNN transition [113]. The authors noted both a shift in 
kinetic energy and a change in shape, however, they did not 
quantify changes that were occurring in their study. Similarly, 
Riegger et al. used the position of the In MNN to characterize 
chemical changes of indium occurring during the deposition 
of Li on a Li3InCl6 [114]. Again, their analyses were not quan-
titative, providing only qualitative changes. To the best of our 
knowledge, the earliest application of the In M4,5N4,5N4,5 shape 
to model a mixed system was provided by Iwasaki et al. during 
the study of oxidation of InSb [70]. Another example was later 
provided by Brojerdi et al. in the study of InSe samples under-
going ion beam modification [115]. More recently, Béchu and 
Fairley presented a detailed discussion on the use of non-linear 
and linear least squared fitting for the In M4,5N4,5N4,5 relating 
to the oxidation of InSb [116]. The two methods were found to 
provide similar results with a relative error between 2.1% and 
9.2% depending on the dataset. As part of their discussion, the 
benefit of using the M4,5N4,5N4,5 signal over other available pho-
toelectron signals was discussed. The decreased kinetic energy 
of the M4,5N4,5N4,5 signal makes it more surface sensitive when 
compared to the other available signals.

One of the greatest barriers to the use of the M4,5N4,5N4,5 
in quantitative analyses is the lack of required information 

available in the literature. For example, in a number of the pub-
lications mentioned above, specifics are provided only for a sub-
set of compounds (e.g., InSb and In2O3). Presented in Table 6 are 
the fitting parameters required to reproduce the M4,5N4,5N4,5 
envelopes of the compounds considered in this study. Nearly all 
of the compounds require a total of six individual components 
to effectively reconstruct the M4,5N4,5N4,5 envelope. The excep-
tion to this was metallic indium, which required a total of 11 
components. It is worth mentioning that while our approach 
was to use the least number of peaks required, the complexity 
of the M4,5N4,5N4,5 transition for metallic indium could not be 
adequately reproduced with less.

To effectively utilize these fitting parameters, several consid-
erations must be made. First, background selection is crucial. 
While various backgrounds are commonly used to model inelas-
tically scattered electrons, the parameters presented here were 
developed for use with a Shirley background. Deviation from 
this background is expected to alter peak locations, FWHM 
values, and relative areas. Second, accurate peak constraints 
are necessary to avoid significant modification of the synthetic 
envelope (given by the sum of the individual peaks). Lastly, all 
available information should be utilized to enhance the accu-
racy and confidence in the fitting. This includes quantification 
of the corresponding survey spectrum, information on available 
counterions, and any supplementary analyses. When employed 
correctly, this approach to modeling mixed systems has demon-
strated its utility. The same methodology has been previously 
applied to Auger signals [106] as well as photoelectron lines ex-
periencing multiplet splitting [105]. The approximate error asso-
ciated with this approach can vary, but it is typically considered 
not to exceed 5%.

FIGURE 5    |    In M4,5N4,5N4,5 spectra for various indium compounds. For reference, vertical lines indicating the kinetic energy (M4N4,5N4,5) for 
metallic indium have been overlaid in each tile. Please note that the additional signal present for InPO4 at 414.7 eV was due to Na contamination.
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Surface and Interface Analysis, 2024

TABLE 5    |    Summary of experimentally measured In M4N4,5N4,5 kinetic energy, modified Auger parameter (3d5/2–M4N4,5N4,5), and corresponding 
standard deviations.

Compound In M4N4,5N4,5 (eV) Std. dev. Modified Auger parameter (eV) Std. dev.

In metal 410.5 < 0.1 854.3 < 0.1

In2O3 406.9 0.2 850.7 0.2

ITOPowder 406.8 < 0.1 851.1 < 0.1

ITOThin Film 407.4 0.3 851.5 0.2

In(OH)3 405.8 < 0.1 850.5 0.1

InPO4 404.7 0.3 850.0 0.1

In2(SO4)3 404.7 0.2 850.7 < 0.1

InF3 403.9 0.1 850.0 0.1

InCl3 404.9 0.2 851.2 0.2

InCl2 405.0 < 0.1 851.2 0.1

InCl 405.4 0.1 850.8 0.1

InBr3 405.6 < 0.1 851.9 < 0.1

InI3 405.9 — 852.0 —

In(CH3COO)3 405.6 0.1 850.7 0.1

InP 408.7 < 0.1 852.9 0.1

InAs 409.0 < 0.1 853.3 < 0.1

InSb 409.2 < 0.1 853.4 < 0.1

In2S3 407.7 < 0.1 852.6 0.1

In2Se3 407.7 < 0.1 852.7 < 0.1

In2Te3 408.2 < 0.1 853.0 < 0.1

CuInS2 407.8 < 0.1 852.2 0.1

FIGURE 6    |    In 3d5/2–In M4N4,5N4,5 Wagner (or chemical state) plot containing the data obtained for the indium compounds considered as part of 
this study.
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Demonstrating the utility of these fitting procedures, spectra 
collected at various time points during a depth profile through a 
native oxide formed on indium foil were considered (Figure 7). 
However, specifics regarding sample history (e.g., duration, tem-
peratures, relative humidity) are unknown. Therefore, the anal-
ysis of this sample serves only as an illustrative example of the 
application of these fitting parameters.

Based on the quantification of the survey spectrum, the native 
oxide (or as-received surface) was primarily composed of carbon, 
oxygen, and indium, with trace amounts of nitrogen, sodium, 
and calcium. The modified Auger parameter was determined to 
be 851.0 eV, with the binding energy of the In 3d5/2 at approxi-
mately 444.1 eV and the kinetic energy of the In M4N4,5N4,5 at 
approximately 406.9 eV. In consideration of standard species, 
In2O3 and In(OH)3 were found to have modified Auger param-
eters of approximately 850.7 and 850.5 eV, respectively. Notably, 
the hydroxide species exhibited a lower kinetic energy of the 
M4N4,5N4,5 (405.8 eV) and slightly higher binding energy of the 
In 3d5/2 (444.7 eV) compared to In2O3 (406.9 eV and 443.8 eV, 
respectively).

After considering the similarities between the experimen-
tally measured information and that of the In2O3 standard, 
the dominant species on the as-received surface was deter-
mined to be In2O3. Subsequently, the In 3d, M4,5N4,5N4,5, and 
O 1s spectra were modelled according to the information pro-
vided in Tables 2 and 6, respectively. The results are shown in 
Figure 7. It is worth noting that while the In 3d signal exhib-
ited slight asymmetry, it was not as pronounced as observed 
in the standard samples discussed earlier. This difference in 
asymmetry could be attributed to the electronic properties of 
the native oxide compared to those of the standard samples, 
though further investigations would be necessary to confirm 

this hypothesis. The presence of In(OH)3, at least in detectable 
quantities, was ruled out due to its inability to fit within the 
experimental M4,5N4,5N4,5 envelope.

In the fitting of the O 1s spectrum obtained from the as-received 
surface, three components were considered: lattice oxides, de-
fective oxides, and organic species. The amount of organic ox-
ygen was estimated using the relative amounts of C–O, C=O, 
and O–C=O components in the C 1s spectrum, along with the 
relative amounts of carbon and oxygen quantified in the survey 
spectrum (not shown). Further details on this calculation can be 
found elsewhere [117].

As anticipated, sputtering through the native oxide exhibited 
a progression from In2O3 to metallic indium signals. In the 
3d spectra, a signal consistent with metallic indium became 
evident alongside loss features observed at higher binding en-
ergies. Similarly, in the In M4,5N4,5N4,5 spectra, features con-
sistent with metallic indium emerged. This transition between 
the two phases, In2O3 and In0, persisted as sputter times in-
creased. It is worth noting that similar quantifications were 
obtained for both the In 3d and M4,5N4,5N4,5 spectra, despite 
their differences in kinetic energy (and IMFP). Although this 
may not be unexpected, the surface of the sample used in 
this example was not well controlled. Factors such as surface 
roughness have been shown to increase uncertainty for depth 
analysis by XPS [118].

In the O 1s spectra, the organic species were completely 
removed after 60 s of sputtering, uncovering the lattice 
and defective oxide components. The position and size of 
these components matched those of the as-received surface, 
indicating that the two components were independent of 
sputter intervals.

FIGURE 7    |    Fitting of In 3d, In M4,5N4,5N4,5, and O 1s spectra of selected time points (0, 60, 120, and 240 s) during a depth profile through the 
native oxide formed on indium metal.
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3.4   |   Additional Notes and Considerations

3.4.1   |   Monovalent, Divalent, and Trivalent Compounds

Indium compounds are commonly found in the trivalent state, 
but divalent and monovalent states are also commercially avail-
able, particularly for the halides. In our study, we selected and 
analyzed a series of indium chlorides (InCl3, InCl2, and InCl) to 
observe changes in binding energy as a function of the oxidation 
state. We assessed the purity of these compounds by quantify-
ing survey spectra. As expected, the quantification from survey 
spectra indicated a decrease in chlorine concentration with de-
creasing oxidation state. Interestingly, the InCl species exhibited 
a notably higher oxygen concentration compared to InCl3 and 
InCl2. It is likely that they have varying amounts of surface oxi-
dation in the as-received conditions. For InCl the degree of sur-
face oxidation was higher, possibly owing to its reactivity. Due 
to the air sensitivity of these compounds, further analysis could 
not be conducted.

3.4.2   |   Surface Modifications

While both In2Te3 and In2Se3 were purchased with high purities 
(99.99%), analyses presented here suggest surface stoichiome-
try differs from the expected 2:3 ratio. When analyzed by XPS 
(Table S1), elevated amounts of indium were found compared to 
the respective counter ion (i.e., Te or Se). For In2Te3 and In2Se3 
the ratio of In:X (where X is Te or Se) was 0.9 and 1.2, respec-
tively. When analyzed using EDX, which probes the surface on 
the order of a few microns, the stoichiometries were consistent 
with In2Te3 and In2Se3 (Table S2). For In2Te3, XRD analysis was 
also completed, which showed strong signals for In2Te3 and 
minor peaks for InTe. XRD analysis was not possible for In2Se3 
due to a strong preferred orientation.

3.4.3   |   Valence Band

While valence band analysis was beyond the scope of the dis-
cussion presented here, it has been included in the supporting 
information for reference. Figure S3 presents the corresponding 
X-ray–induced valence band structure for the compounds con-
sidered in the study.

4   |   Conclusion

A collection of information relating to indium and various 
indium-containing compounds has been presented in order to 
assist researchers in the interpretation of their own XPS data. 
Reference data for the binding energies photoelectron signals 
(i.e., In 3d, In 3p, In 4d, and relevant counter ions) as well as 
the kinetic energy of the X-ray induced In M4N4,5N4,5 are pro-
vided. Other diagnostic information including the modified 
Auger parameter and Wagner (or chemical state) plots have been 
discussed.

During the discussion of reference data, several key observa-
tions were made, summarized below:

•	 The spread in energy is larger for In M4N4,5N4,5 transition 
(ΔK.E. ≈ 6.6 eV) compared to the commonly used In 3d5/2 
core line (ΔB.E. ≈ 2.3 eV).

•	 If asymmetry is observed in the 3d5/2 core line, screening 
effects and surface modifications should be taken into con-
sideration and reflected upon.

•	 It is generally recommended that interpretations include 
a combination of information obtained from the survey 
spectra, the In 3d5/2 core line, the M4N4,5N4,5 transition, 
the modified Auger parameter, and signals from relevant 
counterions.

•	 For modeling mixed systems, leveraging the position and 
shape of the M4,5N4,5N4,5 transition can yield more accu-
rate results than the 3d core line. Using the provided infor-
mation, a nonlinear least square fitting of the M4,5N4,5N4,5 
transition can offer quantitative modeling of various indium 
phases. Additional information such as stoichiometry and 
further analyses can be incorporated to enhance the accu-
racy of the fitting process.
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